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I. INTRODUCTION

The phenomenon of di�raction is familiar to us from
many areas of physics and is generally understood to arise
from the constructive or destructive interference of waves.
One such example, a plane wave impinging on a single
slit is shown in Fig. 1. In the strong interactions, di�rac-
tive events have long been interpreted as resulting from
scattering of sub-atomic wave packets via the exchange of
an object called the Pomeron (named after the Russian
physicist Isaac Pomeranchuk) that carries the quantum
numbers of the vacuum. Indeed, much of the strong in-
teraction phenomena of multi-particle production can be
interpreted in terms of these Pomeron exchanges.

FIG. 1:

In the modern strong interaction theory of Quan-
tum ChromoDynamics (QCD), the simplest model of
Pomeron exchange is that of a colorless combination
of two gluons, each of which individually carries color
charge. In general, di�ractive events probe the com-
plex structure of the QCD vacuum that contains color-
less gluon and quark condensates. Because the QCD vac-
uum is non–perturbative and because much of previously
studied strong interaction phenomenology dealt with soft
processes, a quantitative understanding of di�raction in
QCD remains elusive.

Significant progress can be achieved throught the study
of hard di�ractive events at collider energies. These al-
low one to study hadron final states with invariant masses
much larger that the fundamental QCD momentum scale
of � 200 MeV. By the uncertainity principle of quantum
mechanics, these events therefore provide considerable
insight into the short distance structure of the QCD vac-
uum.

A QCD diagram of a di�ractive event is shown in
Fig. 2. It can be visualized in the proton rest frame as
the electron emitting a photon with virtuality Q2 and
energy �, that subsequently splits into a quark–anti-
quark+gluon dipole; other wave packet dipole configura-
tions are also feasible. These dipoles interact coherently
with the hadron target via a colorless exchange. The
figure depicts this as a colorless gluon ladder, which as
discussed previously, is a simple model of Pomeron ex-
change.

Because the spread in rapidity between the dipole and
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Our understanding of some fundamental properties of 
the Glasma, sQGP and Hadron Gas depend strongly on 

our knowledge of the initial state!
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3 conundrums of the 
initial state:

1. What is the spatial transverse distributions of gluons?
2. How much does the spatial distribution fluctuate? 

Lumpiness, hot-spots etc.
3. How saturated is the initial state of the nucleus?
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The total energy density on the lattice at τ = 0 is given
by

ε(τ = 0) =
2

g2a4
(Nc − Re trU!) +

1

g2a4
trE2

η , (5)

where the first term is the longitudinal magnetic energy,
with the plaquette given by U j

!
= Ux

j Uy
j+x̂ U

x†
j+ŷ U

y†
j .

The explicit lattice expression for the longitudinal elec-
tric field in the second term can be found in Refs. [42, 43].
In Fig. (1) we show the event-by-event fluctuation in
the energy per unit rapidity at time τ = 0.4 fm. The
mean was adjusted to reproduce particle multiplicities
after hydrodynamic evolution. This and all following re-
sults are for Au+Au collisions at RHIC energies (

√
s =

200AGeV) at midrapidity. The best fit is given by a neg-
ative binomial (NBD) distribution, as predicted in the
Glasma flux tube framework [44]; our result adds further
confirmation to a previous non-perturbative study [23].
The fact that the Glasma NBD distribution fits p+p
multiplicity distributions over RHIC and LHC ener-
gies [33, 34] lends confidence that our picture includes
fluctuations properly.
We now show the energy density distribution in the

transverse plane in Fig. (2). We compare to the MC-KLN
model and to an MC-Glauber model that was tuned to
reproduce experimental data [4, 11]. In the latter, for
every participant nucleon, a Gaussian distributed energy
density is added. Its parameters are the same for ev-
ery nucleon in every event, with the width chosen to be
0.4 fm to best describe anisotropic flow data. We will
also present results for a model where the same Gaus-
sians are assigned to each binary collision. The resulting
initial energy densities differ significantly. In particu-
lar, fluctuations in the present computation occur on the
length-scale Q−1

s (x⊥), leading to finer structures in the
initial energy density relative to the other models. As
noted in [35], this feature of CGC physics is missing in
the MC-KLN model.
We next determine the participant ellipticity ε2 and

triangularity ε3 of all models. Final flow of hadrons vn is
to good approximation proportional to the respective εn
[45], which makes these eccentricities a good indicator of
what to expect for vn. We define

εn =

√

〈rn cos(nφ)〉2 + 〈rn sin(nφ)〉2

〈rn〉
, (6)

where 〈·〉 is the energy density weighted average. The re-
sults from averages over ∼ 600 events for each point plot-
ted are shown in Fig. 3. The ellipticity is largest in the
MC-KLN model and smallest in the MC-Glauber model
with participant scaling of the energy density (Npart).
The result of the present calculation lies in between,
agreeing surprisingly well with the MC-Glauber model
using binary collision scaling (Nbinary). This confirms
previous results in the CYM framework using average
initial conditions [46].

FIG. 2. (Color online) Initial energy density (arbitrary units)
in the transverse plane in three different heavy-ion collision
events: from top to bottom, IP-Glasma, MC-KLN and MC-
Glauber [11] models.

The triangularities are very similar, with the MC-KLN
result being below the other models for most impact pa-
rameters. Again, the present calculation is closest to the
MC-Glauber model with binary collision scaling. There
is no parameter dependence of eccentricities and trian-
gularities in the IP-Glasma results shown in Fig. 3. It
is reassuring that both are close to those from the MC-
Glauber model because the latter is tuned to reproduce
data even though it does not have dynamical QCD fluc-
tuations.

We have checked that our results for ε2, ε3 are insensi-
tive to the choice of the lattice spacing a, despite a log-
arithmic ultraviolet divergence of the energy density at
τ = 0 [47]. They are furthermore insensitive to the choice
of g, the ratio g2µ/Qs, and the uncertainty in Bjorken x
at a given energy.
Finally, in Fig. 4 we present results for the transverse

momentum spectrum and anisotropic flow of thermal
pions after evolution using music [4, 48] with boost-
invariant initial conditions and shear viscosity to entropy
density ratio η/s = 0.08. Average maximal energy densi-
ties of all models were normalized to assure similar final
multiplicities. More pronounced hot spots lead to harder

dN
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Is the sQGP a perfect fluid?
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Is the sQGP a perfect fluid?
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FIG. 3. (Color online) Average participant ellipticity (upper
panel) and triangularity (lower panel) of the initial state. This
calculation (circles), MC-KLN (squares), Glauber implemen-
tation with participant and binary collision scaling (triangles).

momentum spectra in the present calculation compared
to MC-KLN and MC-Glauber models. Differences in
v2(pT ) and v3(pT ) are as expected from the initial ec-
centricities of the different models.
As discussed at the outset, MC-KLN fails to describe

experimental v2 and v3 simultaneously [7, 28] because of
its small ratio ε3/ε2. The fluctuating IP-Glasma initial
state presented here has a larger ε3/ε2, closer to that of
the MC-Glauber model that is tuned to describe experi-
mental vn reasonably well [11].
In summary, we introduced the IP-Glasma model

of fluctuating initial conditions for heavy-ion collisions.
This model goes beyond the MC-KLN implementation
by using CYM solutions instead of k⊥-factorization and
including quantum fluctuations on the dynamically gen-
erated transverse length scale 1/Qs. Further, unlike MC-
KLN, its parameters are fixed by HERA inclusive and
diffractive e+p DIS data. At fixed impact parameter, this
model naturally produces NBD multiplicity fluctuations
that are known to describe p+ p and A+A multiplicity
distributions, and its ratio of initial triangularity to ec-
centricity is more compatible with experimental data of
harmonic flow coefficients.
Looking forward, an improved matching to the hydro-

dynamic description, starting at time τ0, can be achieved
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FIG. 4. (Color online) Thermal π+ transverse momentum
spectra (upper) and anisotropic flow coefficients v2, v3, and
v4 as functions of pT (lower) from IP-Glasma initial conditions
(solid), MC-KLN (dashed), MC-Glauber using participant
scaling (dotted) and binary collision scaling (dash-dotted).

by including classical Yang-Mills evolution of the system
up to this time. However, we do not expect a signifi-
cant modification of the presented results for ε2 and ε3
as suggested by previous work [46]. Further refinements
include treating color charge correlations encoded in the
JIMWLK hierarchy for improved rapidity and energy dis-
tributions [49, 50] and eliminating arbitrariness in choice
of thermalization time by an ab initio treatment of ther-
malization [51–54].
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also present results for a model where the same Gaus-
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FIG. 2. (Color online) Initial energy density (arbitrary units)
in the transverse plane in three different heavy-ion collision
events: from top to bottom, IP-Glasma, MC-KLN and MC-
Glauber [11] models.

The triangularities are very similar, with the MC-KLN
result being below the other models for most impact pa-
rameters. Again, the present calculation is closest to the
MC-Glauber model with binary collision scaling. There
is no parameter dependence of eccentricities and trian-
gularities in the IP-Glasma results shown in Fig. 3. It
is reassuring that both are close to those from the MC-
Glauber model because the latter is tuned to reproduce
data even though it does not have dynamical QCD fluc-
tuations.

We have checked that our results for ε2, ε3 are insensi-
tive to the choice of the lattice spacing a, despite a log-
arithmic ultraviolet divergence of the energy density at
τ = 0 [47]. They are furthermore insensitive to the choice
of g, the ratio g2µ/Qs, and the uncertainty in Bjorken x
at a given energy.
Finally, in Fig. 4 we present results for the transverse

momentum spectrum and anisotropic flow of thermal
pions after evolution using music [4, 48] with boost-
invariant initial conditions and shear viscosity to entropy
density ratio η/s = 0.08. Average maximal energy densi-
ties of all models were normalized to assure similar final
multiplicities. More pronounced hot spots lead to harder
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3 conundrums of the 
initial state:

1. What is the spatial transverse distributions 
of nucleons and gluons?

2. How much does the spatial distribution fluctuate? 
Lumpiness, hot-spots etc.

3. How saturated is the initial state of the nucleus?
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π0-π0 forward correlation in pp and dA at RHIC
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calculated with R(2)
dA containing both dynamical shadowing and cold nuclear matter energy loss effects. The dashed

curves are calculated with only dynamical shadowing. The constant offset is B = 0.01405 for central collisions and
B = 0.0066 for peripheral collisions. As we can see from the plot, our calculation gives a very good description of
the experimental data in central collisions. For peripheral collisions, the agreements get worse. The main reason for
the deviation comes from the fact that the experimental data for peripheral d+Au collisions show a clear broadening
effect in the away-side width σF [6]. However, our calculated broadening ∆〈q2⊥〉dAu ∝ A1/3〈NdA

coll(b)〉/〈NdA
coll(bmin.bias)

becomes quite small.
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FIG. 6. Azimuthal correlation associated with back-to-back dihadron production in central (top) and peripheral (bottom)
d+Au collisions. Theoretical curves are calculated for 〈y1〉 = 〈y2〉 = 3.2 and 〈p1⊥〉 = 2.68 GeV and 〈p2⊥〉 = 1.31 GeV in d+Au
collision [36]. Data is from STAR [6].

IV. CONCLUSIONS

In summary, by taking into account both initial- and final-state multiple parton scattering inside the nucleus, we
calculated in perturbative QCD the increase in the transverse momentum imbalance (nuclear-induced broadening) of
dijet and dihadron production in high energy p+A (d+A) collisions relative to the more elementary p+p collisions.
The nuclear-induced broadening can be used to calculate the width of the away-side peak in dihadron correlation
measurements. For phenomenological applications, we combined our new theoretical findings with previously derived
coherent power correction (dynamical shadowing) and cold nuclear matter energy loss results. Perturbative QCD
calculations that take these effects into account were recently shown to give a good description of forward rapidity
single inclusive particle production in d+Au collision at RHIC. In this manuscript we provided the corresponding
evaluation for dihadron cross sections and correlations relevant to the new STAR and PHENIX measurements. With
cold nuclear matter parameters constrained by data on deep inelastic scattering on nuclei, we found that the calculated
nuclear modification factor is roughly consistent with the PHENIX experimental data. Finally, by combining the
calculated width of the away-side peak and the nuclear suppression factor, we were able to describe reasonably well
the dihadron azimuthal correlations measured by the STAR experiment. Even though we need the baseline from p+p
collisions, our formalism does describe the effects of cold nuclear matter in going from p+p to d+Au collisions pretty
well for mid-mid, mid-forward, and forward-forward correlated hadron pairs at RHIC.
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I. INTRODUCTION

The phenomenon of di�raction is familiar to us from
many areas of physics and is generally understood to arise
from the constructive or destructive interference of waves.
One such example, a plane wave impinging on a single
slit is shown in Fig. 1. In the strong interactions, di�rac-
tive events have long been interpreted as resulting from
scattering of sub-atomic wave packets via the exchange of
an object called the Pomeron (named after the Russian
physicist Isaac Pomeranchuk) that carries the quantum
numbers of the vacuum. Indeed, much of the strong in-
teraction phenomena of multi-particle production can be
interpreted in terms of these Pomeron exchanges.

FIG. 1:

In the modern strong interaction theory of Quan-
tum ChromoDynamics (QCD), the simplest model of
Pomeron exchange is that of a colorless combination
of two gluons, each of which individually carries color
charge. In general, di�ractive events probe the com-
plex structure of the QCD vacuum that contains color-
less gluon and quark condensates. Because the QCD vac-
uum is non–perturbative and because much of previously
studied strong interaction phenomenology dealt with soft
processes, a quantitative understanding of di�raction in
QCD remains elusive.

Significant progress can be achieved throught the study
of hard di�ractive events at collider energies. These al-
low one to study hadron final states with invariant masses
much larger that the fundamental QCD momentum scale
of � 200 MeV. By the uncertainity principle of quantum
mechanics, these events therefore provide considerable
insight into the short distance structure of the QCD vac-
uum.

A QCD diagram of a di�ractive event is shown in
Fig. 2. It can be visualized in the proton rest frame as
the electron emitting a photon with virtuality Q2 and
energy �, that subsequently splits into a quark–anti-
quark+gluon dipole; other wave packet dipole configura-
tions are also feasible. These dipoles interact coherently
with the hadron target via a colorless exchange. The
figure depicts this as a colorless gluon ladder, which as
discussed previously, is a simple model of Pomeron ex-
change.

Because the spread in rapidity between the dipole and

�i ⇠
1

kR

Light scattering off a circular 
screen of radius R

A projectile scattering off a 
nucleus of radius R 

-not a ‘black disk’, edge effects
-target may break up

|t|i �
1

R2

Why is diffraction so great? Pt. 1
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Difference in between ep & eA:
The nucleus can break up

into colour neutral fragments!

When the nucleus breaks up, the 
scattering is called incoherent

When the nucleus stays intact, the 
scattering is called coherent

Total cross-section = incoherent + coherent

Diffraction at eRHIC
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Diffraction sensitive to gluon momentum distributions2:

σ ∝ g(x,Q2)2
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How does the gluon 
distribution saturate at 

small x?
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which “glue” the quarks together. But experiments probing proton structure at the HERA
collider at Germany’s DESY laboratory, and the increasing body of evidence from RHIC
and LHC, suggest that this picture is far too simple. Countless other gluons and a “sea” of
quarks and anti-quarks pop in and out of existence within each hadron. These fluctuations
can be probed in high energy scattering experiments: due to Lorentz time dilation, the
more we accelerate a proton and the closer it gets to the speed of light, the longer are the
lifetimes of the gluons that arise from the quantum fluctuations. An outside “observer”
viewing a fast moving proton would see the cascading of gluons last longer and longer the
larger the velocity of the proton. So, in effect, by speeding the proton up, one can slow
down the gluon fluctuations enough to “take snapshots” of them with a probe particle sent
to interact with the high-energy proton.

In DIS experiments one probes the proton wave function with a lepton, which interacts
with the proton by exchanging a (virtual) photon with it (see the Sidebar on page ... ).
The virtuality of the photon Q2 determines the size of the region in the plane transverse
to the beam axis probed by the photon: by uncertainty principle the region’s width is
∆r⊥ ∼ 1/Q. Another relevant variable is Bjorken x, which is the fraction of the proton
momentum carried by the struck quark. At high energy x ≈ Q2/W 2 is small (W 2 is the
center-of-mass energy squared of the photon-proton system): therefore, small x corresponds
to high energy scattering.
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xG (× 0.05)

 HERA

Figure 1.1: Proton parton distribution functions plotted a functions of Bjorken x. Note
that the gluon and sea quark distributions are scaled down by a factor of 20. Clearly gluons
dominate at small-x.

The proton wave function depends on both x and Q2. An example of such dependence
is shown in Fig. 1.1, representing some of the data reported by HERA for DIS on a proton.
Here we plot the x-dependence of the parton (quark or gluon) distribution functions (PDFs).
At the leading order PDFs can be interpreted as providing the number of quarks and gluons
with a certain fraction x of the proton’s momentum. In Fig. 1.1 one can see the PDFs of

4

Why is diffraction so great? Pt. 2
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Saturation at eRHIC

Geometric
 

ScalingY 
= 

ln
 1

/x

no
n-

pe
rtu

rb
at

iv
e 

re
gi

on

ln Q2

Q2
s(Y)saturation

region

Λ2
QCD

αs <<  1αs ~ 1

BK/JIMWLK

DGLAP

BFKL

smaller partons
are produced

many new
ProtonProton
(x, Q  )22

o

(x  , Q  )o

x x>>

Lower Energy Higher Energy

parton

"Color Glass Condensate "

Q

2
s(x) ⇠

✓
1

x

◆�

20

Thursday, June 21, 12



Saturation at eRHIC

Geometric
 

ScalingY 
= 

ln
 1

/x

no
n-

pe
rtu

rb
at

iv
e 

re
gi

on

ln Q2

Q2
s(Y)saturation

region

Λ2
QCD

αs <<  1αs ~ 1

BK/JIMWLK

DGLAP

BFKL

smaller partons
are produced

many new
ProtonProton
(x, Q  )22

o

(x  , Q  )o

x x>>

Lower Energy Higher Energy

parton

"Color Glass Condensate "

10-510-410-310-2

1

10

0.1

Λ2
QCD

Q
2  

(G
eV

2 )

200 120 40
A x

Pr
ot

onCa
lci

um

G
ol

d

Parton Gas

Color Glass Condensate

Confinement Regime

EIC Coverage

Q

2
s(x) ⇠ A

1/3

✓
1

x

◆�

21

QCD in the limit of the large number of colors Nc.2 Generalization of Eq. (1.3) beyond the
large-Nc limit is accomplished by the Jalilian-Marian–Iancu–McLerran–Weigert–Leonidov–
Kovner (JIMWLK) [62, 64, 65, 68, 69] evolution equation, which is a functional differential
equation.

The physical impact of the quadratic term on the right of Eq. (1.3) is clear: it slows down
the small-x evolution, leading to parton saturation, when the number density of partons
stops growing with decreasing x. The corresponding total cross sections satisfy the black
disk limit of Eq. (1.2). The effect of gluon mergers becomes important when the quadratic
term in Eq. (1.3) becomes comparable to the linear term on the right-hand-side. This gives
rise to the saturation scale Qs, which grows as Q2

s ∼ (1/x)λ with decreasing x [55, 61,96].

1.1.2 Classical Gluon Fields and the Nuclear “Oomph” Factor

We have argued above that parton saturation is a universal phenomenon, valid both for
scattering on a proton or a nucleus. Here we demonstrate that nuclei provide an extra
enhancement of the saturation phenomenon, making it easier to observe and study experi-
mentally.

Imagine a large nucleus (a heavy ion), which was boosted to some ultrarelativistic ve-
locity, as shown in Fig. 1.4. We are interested in the dynamics of small-x gluons in the
wave function of this relativistic nucleus. One can show that due to the Heisenberg un-
certainly principle the small-x gluons interact with the whole nucleus coherently in the
longitudinal (beam) direction: therefore, only the transverse plane distribution of nucleons

Boost

Figure 1.4: Large nucleus before and after an ultrarelativistic boost.

is important for the small-x wave function. As one can see from Fig. 1.4, after the boost,
the nucleons, as “seen” by the small-x gluons with large longitudinal wavelength, appear
to overlap with each other in the transverse plane, leading to high parton density. Large
occupation number of color charges (partons) leads to classical gluon field dominating the
small-x wave function of the nucleus. This is the essence of the McLerran-Venugopalan
(MV) model [94]. According to the MV model, the dominant gluon field is given by the
solution of the classical Yang-Mills equations, which are the QCD analogue of Maxwell
equations of electrodynamics.

2An equation of this type was originally suggested by Gribov, Levin and Ryskin in [55] and by Mueller
and Qiu in [97], though at the time it was assumed that the quadratic term was only the first non-linear
correction with higher order terms expected to be present as well: in [28,78] the exact form of the equation
was found, and it was shown that in the large-Nc limit Eq. (1.3) does not have any higher-order terms in N .

7
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diffraction at eRHIC
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“Seeing” Diffraction
A DIS event (experimental view)

Slides from T. Ullrich

Friday, February 3, 2012
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“Seeing” Diffraction
A DIS event (experimental view)

Activity in proton direction 

Slides from T. Ullrich
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“Seeing” Diffraction Slides from T. Ullrich

Friday, February 3, 2012
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“Seeing” Diffraction

?

A diffractive event (experimental view)

Slides from T. Ullrich

Friday, February 3, 2012
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How to measure t=(PA-PA’)2
Need to measure PA’

Coherent case:  A’ disappears down beampipe
Incoherent case: Cannot measure all beam remnants

,

Only possibility: Exclusive diffraction
e+A → e’+VM+A’
t=(PVM+Pe’-Pe)2
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What has been measured?
Hahn, Ravenhall, and Hofstadter, 

Phys Rev 101 (1956)

Electron colliding with fixed ion target, 
large x charge distribution - no gluons!
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FzG. 5. Three charge distributions in gold, the best fits to the
experimental results at 183Mev for the Fermi, modified Gaussian,
and trapezoidal shapes (1), (2), and (3); the charge distribution
parameters are listed in Table I. The cross section for the Fermi
best fit is shown in Fig. 3; those for the other two shapes difter
from it only slightly.

errors in the results on the other elements are in any
case somewhat larger than those for gold, since the
results are less numerous (usually only two runs for
each element). For all of the above reasons, the errors
quoted at the beginning of Sec. V should be regarded as
orders of magnitude rather than precisely known
quantities.
To examine the experiments on gold for dependence

on surface shape, the same procedure as that just
described for shape (1) was followed for shapes (2)
and (3). The maximum values of I' for the three cases
were found all to lie within a factor 1.3 of each other,
i.e., the agreement with experiment is not significantly
different for the three shapes. The values of the param-
eters for the best fits are presented in Table I. The
variation in the radial parameters quoted is very
small: in c Lthe parameter occurring in the definitions
(1), (2), and (3)j it is 1.6 percent, while in c' t defined
by the integral relation (4)j and in R [proportional
to the rms radius, as defined by (6)) it is 3.3 percent.
There is a much larger variation in the parameters
describing the surface thickness, as is to be expected,
although t, the distance over which p drops from 0.9
to 0.1 of its central value, varies less (10 percent)
than s, defined by the integral relation (5) (17 percent).
It should be possible to define a radial and a surface
parameter so that their values are independent of
shape, but as these results show, we have been able
to do this only in an approximate way. The charge
distributions corresponding to the best fits for shapes
(1), (2), and (3) are shown in Fig. 5. It is remarkable
how closely they agree over the surface region, especially
at the two outermost points of intersection. Needless
to say, the cross sections corresponding to these charge
distributions dier so little that Fig. 3 can be taken
to represent also shapes (2) and (3), with a slight shift
in the vertical scale.
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Fio. 6. (a) Charge distributions in gold obtained using shape (8),
which allows variations in the charge density near the center.
The full curve is the best fit to the experimental data at 183 Mev,
and the two dotted curves give cross sections for which the
probability of agreement between theory and experiment (10)
is a half of its value for the best fit. The dashed curve, drawn for
comparison, is the best fit using shape (1). (b) The charge distri-
butions represented by the full and dashed curves in (a) have been
multiplied by r2, to show the distribution of the actual amount of
charge with radius.

We have used shape (8) to detect any dependence
of the cross section on the central charge density. The
procedure is closely similar to the preceding ones:
for chosen values of m, the parameter fixing the varia-
tion in central charge density, the best fit for varying
zs and c is obtained. We then minimize (11) with
respect to m. The "best" value of m corresponds to a
ratio p(0)/p, „of 0.80; the value of I' is 1.5 times
its value for the Fermi smoothed uniform shape (1),
a difference which lies within the probable error. The
charge distribution is shown in Fig. 6, and the cross
section is almost indistinguishable from that shown in
Fig. 3. It turns out that the cross sections are rather
insensitive to m so that the limits that can be put on m
are rather wide. The reason for this weak dependence
on w is clear from Fig. 6, in the plot of r'p (r), the amount
of charge at a distance r from the center, vs r. %e see
that what looks from the plot p(r) es r to be an im-
portant alteration in shape actually involves the
shifting of only a small amount of charge. This is, of
course, why our analysis predicts most accurately the
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Slide from J.H. Lee,
Analysis: R. Debbe

No t-smearing in Sartre

What is being measured?
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3

The total energy density on the lattice at τ = 0 is given
by

ε(τ = 0) =
2

g2a4
(Nc − Re trU!) +

1

g2a4
trE2

η , (5)

where the first term is the longitudinal magnetic energy,
with the plaquette given by U j

!
= Ux

j Uy
j+x̂ U

x†
j+ŷ U

y†
j .

The explicit lattice expression for the longitudinal elec-
tric field in the second term can be found in Refs. [42, 43].
In Fig. (1) we show the event-by-event fluctuation in
the energy per unit rapidity at time τ = 0.4 fm. The
mean was adjusted to reproduce particle multiplicities
after hydrodynamic evolution. This and all following re-
sults are for Au+Au collisions at RHIC energies (

√
s =

200AGeV) at midrapidity. The best fit is given by a neg-
ative binomial (NBD) distribution, as predicted in the
Glasma flux tube framework [44]; our result adds further
confirmation to a previous non-perturbative study [23].
The fact that the Glasma NBD distribution fits p+p
multiplicity distributions over RHIC and LHC ener-
gies [33, 34] lends confidence that our picture includes
fluctuations properly.
We now show the energy density distribution in the

transverse plane in Fig. (2). We compare to the MC-KLN
model and to an MC-Glauber model that was tuned to
reproduce experimental data [4, 11]. In the latter, for
every participant nucleon, a Gaussian distributed energy
density is added. Its parameters are the same for ev-
ery nucleon in every event, with the width chosen to be
0.4 fm to best describe anisotropic flow data. We will
also present results for a model where the same Gaus-
sians are assigned to each binary collision. The resulting
initial energy densities differ significantly. In particu-
lar, fluctuations in the present computation occur on the
length-scale Q−1

s (x⊥), leading to finer structures in the
initial energy density relative to the other models. As
noted in [35], this feature of CGC physics is missing in
the MC-KLN model.
We next determine the participant ellipticity ε2 and

triangularity ε3 of all models. Final flow of hadrons vn is
to good approximation proportional to the respective εn
[45], which makes these eccentricities a good indicator of
what to expect for vn. We define

εn =

√

〈rn cos(nφ)〉2 + 〈rn sin(nφ)〉2

〈rn〉
, (6)

where 〈·〉 is the energy density weighted average. The re-
sults from averages over ∼ 600 events for each point plot-
ted are shown in Fig. 3. The ellipticity is largest in the
MC-KLN model and smallest in the MC-Glauber model
with participant scaling of the energy density (Npart).
The result of the present calculation lies in between,
agreeing surprisingly well with the MC-Glauber model
using binary collision scaling (Nbinary). This confirms
previous results in the CYM framework using average
initial conditions [46].

FIG. 2. (Color online) Initial energy density (arbitrary units)
in the transverse plane in three different heavy-ion collision
events: from top to bottom, IP-Glasma, MC-KLN and MC-
Glauber [11] models.

The triangularities are very similar, with the MC-KLN
result being below the other models for most impact pa-
rameters. Again, the present calculation is closest to the
MC-Glauber model with binary collision scaling. There
is no parameter dependence of eccentricities and trian-
gularities in the IP-Glasma results shown in Fig. 3. It
is reassuring that both are close to those from the MC-
Glauber model because the latter is tuned to reproduce
data even though it does not have dynamical QCD fluc-
tuations.

We have checked that our results for ε2, ε3 are insensi-
tive to the choice of the lattice spacing a, despite a log-
arithmic ultraviolet divergence of the energy density at
τ = 0 [47]. They are furthermore insensitive to the choice
of g, the ratio g2µ/Qs, and the uncertainty in Bjorken x
at a given energy.
Finally, in Fig. 4 we present results for the transverse

momentum spectrum and anisotropic flow of thermal
pions after evolution using music [4, 48] with boost-
invariant initial conditions and shear viscosity to entropy
density ratio η/s = 0.08. Average maximal energy densi-
ties of all models were normalized to assure similar final
multiplicities. More pronounced hot spots lead to harder

Glauber 
(Woods-Saxon)
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I. INTRODUCTION

The phenomenon of di�raction is familiar to us from
many areas of physics and is generally understood to arise
from the constructive or destructive interference of waves.
One such example, a plane wave impinging on a single
slit is shown in Fig. 1. In the strong interactions, di�rac-
tive events have long been interpreted as resulting from
scattering of sub-atomic wave packets via the exchange of
an object called the Pomeron (named after the Russian
physicist Isaac Pomeranchuk) that carries the quantum
numbers of the vacuum. Indeed, much of the strong in-
teraction phenomena of multi-particle production can be
interpreted in terms of these Pomeron exchanges.

FIG. 1:

In the modern strong interaction theory of Quan-
tum ChromoDynamics (QCD), the simplest model of
Pomeron exchange is that of a colorless combination
of two gluons, each of which individually carries color
charge. In general, di�ractive events probe the com-
plex structure of the QCD vacuum that contains color-
less gluon and quark condensates. Because the QCD vac-
uum is non–perturbative and because much of previously
studied strong interaction phenomenology dealt with soft
processes, a quantitative understanding of di�raction in
QCD remains elusive.

Significant progress can be achieved throught the study
of hard di�ractive events at collider energies. These al-
low one to study hadron final states with invariant masses
much larger that the fundamental QCD momentum scale
of � 200 MeV. By the uncertainity principle of quantum
mechanics, these events therefore provide considerable
insight into the short distance structure of the QCD vac-
uum.

A QCD diagram of a di�ractive event is shown in
Fig. 2. It can be visualized in the proton rest frame as
the electron emitting a photon with virtuality Q2 and
energy �, that subsequently splits into a quark–anti-
quark+gluon dipole; other wave packet dipole configura-
tions are also feasible. These dipoles interact coherently
with the hadron target via a colorless exchange. The
figure depicts this as a colorless gluon ladder, which as
discussed previously, is a simple model of Pomeron ex-
change.

Because the spread in rapidity between the dipole and

eRHIC predictions: 
Exclusive diffraction Sartre

T. Ullrich & T.T.
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The total energy density on the lattice at τ = 0 is given
by

ε(τ = 0) =
2

g2a4
(Nc − Re trU!) +

1

g2a4
trE2

η , (5)

where the first term is the longitudinal magnetic energy,
with the plaquette given by U j

!
= Ux

j Uy
j+x̂ U

x†
j+ŷ U

y†
j .

The explicit lattice expression for the longitudinal elec-
tric field in the second term can be found in Refs. [42, 43].
In Fig. (1) we show the event-by-event fluctuation in
the energy per unit rapidity at time τ = 0.4 fm. The
mean was adjusted to reproduce particle multiplicities
after hydrodynamic evolution. This and all following re-
sults are for Au+Au collisions at RHIC energies (

√
s =

200AGeV) at midrapidity. The best fit is given by a neg-
ative binomial (NBD) distribution, as predicted in the
Glasma flux tube framework [44]; our result adds further
confirmation to a previous non-perturbative study [23].
The fact that the Glasma NBD distribution fits p+p
multiplicity distributions over RHIC and LHC ener-
gies [33, 34] lends confidence that our picture includes
fluctuations properly.
We now show the energy density distribution in the

transverse plane in Fig. (2). We compare to the MC-KLN
model and to an MC-Glauber model that was tuned to
reproduce experimental data [4, 11]. In the latter, for
every participant nucleon, a Gaussian distributed energy
density is added. Its parameters are the same for ev-
ery nucleon in every event, with the width chosen to be
0.4 fm to best describe anisotropic flow data. We will
also present results for a model where the same Gaus-
sians are assigned to each binary collision. The resulting
initial energy densities differ significantly. In particu-
lar, fluctuations in the present computation occur on the
length-scale Q−1

s (x⊥), leading to finer structures in the
initial energy density relative to the other models. As
noted in [35], this feature of CGC physics is missing in
the MC-KLN model.
We next determine the participant ellipticity ε2 and

triangularity ε3 of all models. Final flow of hadrons vn is
to good approximation proportional to the respective εn
[45], which makes these eccentricities a good indicator of
what to expect for vn. We define

εn =

√

〈rn cos(nφ)〉2 + 〈rn sin(nφ)〉2

〈rn〉
, (6)

where 〈·〉 is the energy density weighted average. The re-
sults from averages over ∼ 600 events for each point plot-
ted are shown in Fig. 3. The ellipticity is largest in the
MC-KLN model and smallest in the MC-Glauber model
with participant scaling of the energy density (Npart).
The result of the present calculation lies in between,
agreeing surprisingly well with the MC-Glauber model
using binary collision scaling (Nbinary). This confirms
previous results in the CYM framework using average
initial conditions [46].

FIG. 2. (Color online) Initial energy density (arbitrary units)
in the transverse plane in three different heavy-ion collision
events: from top to bottom, IP-Glasma, MC-KLN and MC-
Glauber [11] models.

The triangularities are very similar, with the MC-KLN
result being below the other models for most impact pa-
rameters. Again, the present calculation is closest to the
MC-Glauber model with binary collision scaling. There
is no parameter dependence of eccentricities and trian-
gularities in the IP-Glasma results shown in Fig. 3. It
is reassuring that both are close to those from the MC-
Glauber model because the latter is tuned to reproduce
data even though it does not have dynamical QCD fluc-
tuations.

We have checked that our results for ε2, ε3 are insensi-
tive to the choice of the lattice spacing a, despite a log-
arithmic ultraviolet divergence of the energy density at
τ = 0 [47]. They are furthermore insensitive to the choice
of g, the ratio g2µ/Qs, and the uncertainty in Bjorken x
at a given energy.
Finally, in Fig. 4 we present results for the transverse

momentum spectrum and anisotropic flow of thermal
pions after evolution using music [4, 48] with boost-
invariant initial conditions and shear viscosity to entropy
density ratio η/s = 0.08. Average maximal energy densi-
ties of all models were normalized to assure similar final
multiplicities. More pronounced hot spots lead to harder
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Figure 1.19: dσ/dt distributions for exclusive J/ψ (left) and φ (right) production in coherent
and incoherent events in diffractive eAu collisions. Predictions from saturation and non-
saturation models are shown.

distribution provides valuable information on the fluctuations or “lumpiness” of the source
[85]. As discussed above we are able to distinguish both by detecting the neutrons emitted
by the nuclear breakup in the incoherent case. Again we compare prediction of saturation
and non-saturation models. As for the previous figures the curves were generated with the
Sartre event generator and had to pass through an experimental filter. The experimental
cuts are listed in the figures.

Since the J/ψ is smaller than the φ, as expected one sees little difference between the sat-
uration and no saturation scenarios for exclusive J/ψ production but a pronounced effect for
the φ. For the former the statistical errors after the 3rd minimum become excessively large
requiring substantial more than the used integrated luminosity of 10 fb1/A. The situation is
more favorable for the φ where enough statistics up to the 4th minimum is available. The ρ
meson is even more advantageous but suffers currently from large theoretical uncertainties
in the knowledge of its wave function making calculations less reliable.

1.3 Connection to pA and AA Physics

1.3.1 Connection to pA Physics

Both pA and eA collisions can provide excellent information on the properties of gluons in
the nuclear wave functions. It is therefore only logical to ask for the strength and weaknesses
of the two different programs in exploring the saturation regime.

In the beginning of the RHIC era, the dAu program was perceived as merely a useful
baseline reference for the heavy-ion program. It very soon turned out that due to a wise
choice of colliding energy, RHIC probes the transition region to a new QCD regime of gluon
saturation. While only marginal hints of non-linear effects were observed in DIS experiments
at HERA [37], it is fair to say that very tantalizing hints for gluon saturation were observed
in dA collisions at RHIC [6, 8, 11, 23, 34]. In the upcoming pA program at the LHC these

27

Can constrain models a lot with a few months of running!

eRHIC predictions: 
Exclusive diffraction Sartre

First 4 dips obtainable.

e+Au ! e0 + J/�+Au0

e+Au ! e0 + �+Au0
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eRHIC predictions: 
Inclusive diffraction
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Figure 1.16: Top of each panel: the ratio of diffractive over total cross sections, plotted as
a function of the invariant mass of the produced particles M2

X for stage-I (top row) and
stage-II (bottom row) EIC kinematics. Bottom of each panel contains the double ratio
[(dσdiff/dM2

X)/σtot]eA/[(dσdiff/dM2
X )/σtot]ep plotted as a function of M2

X for the same
kinematics as used at the top of each panel. [Error bars to be added]

particles, M2
X (see sidebar D.DDD), for various fixed x and Q2 values. The red curves

represent the predictions of the saturation model [85, 86] based on Model-I of Sec. 1.1.3
combined with the theoretical developments of [35, 54, 80], while the blue curves represent
the leading-twist shadowing (LTS) model [45,46]. The bottom part of each panel depicts the
double ratio [(dσdiff/dM2

X)/σtot]eA/[(dσdiff/dM2
X )/σtot]ep. The upper panels in Fig. 1.16

are plotted for the range of x and Q2 values which will be accessible in stage-I at an EIC,
while the bottom panels represent x and Q2 values to be achieved in stage-II. The ep curves
in both approaches are in a reasonable agreement with the available HERA [33, 85]. The
size of the error bars show that the two scenarios can be clearly distinguished over a wide
x and Q2 range. Note that in the saturation predictions plotted in Fig. 1.16, the nuclear
effects, responsible for the difference between the eAu and ep curves, are stronger at large
Q2: the effect of saturation is to weaken the A-dependence in the σdiff/σtot ratio at low Q2.
Also, in agreement with the expectation that diffraction would be a large fraction of the
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Stage I

Can constrain models a lot with a few months of running!
Already in Stage 1!
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eRHIC predictions: 
Dihadron correlations, away peak

Can constrain models a lot with a few months of running!
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Figure 1.14: Left: Saturation model prediction of the coincidence signal versus azimuthal
angle difference ∆ϕ between two hadrons in ep, eCa, and eA collisions [40, 41]. Right:
Comparison of saturation model prediction for eA collisions with calculations from conven-
tional non-saturated model for EIC stage-II energies. Statistical error bars correspond to
10 fb−1/A integrated luminosity.

pp collisions is observed in central collisions [8, 34], but the peak reappears in peripheral
collisions, in qualitative agreement with the CGC predictions, since saturation effects are
stronger in central collisions.

There are several advantages to studying di-hadron correlations in eA collisions ver-
sus dAu. Directly using a point-like electron probe, as opposed to a quark bound in a
proton or deuteron, is extremely beneficial. It is experimentally much cleaner as there is
no “spectator” background to subtract from the correlation function. The access to the
exact kinematics of the DIS process at EIC would allow for more accurate extraction of
the physics than possible at RHIC or LHC. Because there is such a clear correspondence
between the physics of this particular final state in eA collisions to the same in pA collisions,
this measurement is an excellent testing ground for universality of multi-gluon correlations.

The left plot in Fig. 1.14 shows prediction in the CGC framework for dihadron ∆ϕ
correlations in deep inelastic ep, eCa, and eAu collisions at stage-II energies [40, 41]. The
calculations are made for Q2 = 1 GeV2. The highest transverse momentum hadron in
the di-hadron correlation function is called the “trigger” hadron, while the other hadron is
referred to as the “associate” hadron. The “trigger” hadrons have transverse momenta of
ptrigT > 2GeV/c and the “associate” hadrons were selected with 1GeV/c < passocT < ptrigT .
The CGC based calculations show a dramatic “melting” of the back-to-back correlation
peak with increasing ion mass. The right plot in Fig. 1.14 compares the prediction for
eA with a conventional non-saturated correlation function. The latter was generated by a
hybrid Monte Carlo generator, consisting of PYTHIA [107] for parton generation, showering
and fragmentation and DPMJetIII [105] for the nuclear geometry. The EPS09 [44] nuclear
parton distributions were used to include leading twist shadowing. The shaded region
reflects uncertainties in the CGC predictions due to uncertainties in the knowledge of the
saturation scale, Qs. This comparison nicely demonstrates the discrimination power of these
measurement. In fact, already with a fraction of the statistics used here one will be able to
exclude one of the scenarios conclusively.

The left panel of Fig. 1.15 depicts the predicted suppression through JeAu, the relative
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Summary
To understand many properties at of heavy ion collision 

one must have a detailed understanding of the initial 
conditions of the ions.

eRHIC is a perfect environment to measure the initial 
condition at high precision.

eRHIC will open up a new regime for saturated QCD.

eRHIC will be an ultra high resolution femtoscope!
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What we learn from diffraction:
Obervable Process What we learn Coh./Inc.

σdiff/σtot Inclusive Level of saturation Coherent

dσ/dt
No breakup

Exclusive
Spatial gluon density ρG(b), 

important for e.g. η/S
Coherent

dσ/dt
Breakup

Exclusive Fluctuations and lumpiness 
of gluons in ions

Incoherent

dσ/dt Exclusive Level of saturation Coherent & 
Incoherent

ΔΦ of 
dihadrons

DIS Level of saturation vs. 
shadowing
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•Detecting all fragments pA’ = ∑pn + ∑pp + ∑pd + ∑pα ... not possible
•Focus on n emission
‣Zero-Degree Calorimeter
‣Requires careful design of IR

42

(A, Z)

p (1 GeV)

Excited nucleus
Evaporation

Intra-Nuclear Cascade

Spallation residueFission products
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Traditional modeling done in pA:
Intra-Nuclear Cascade

• Particle production
• Remnant Nucleus (A, Z, E*, ...) 
• ISABEL, INCL4

De-Excitation
• Evaporation
• Fission
• Residual Nuclei
• Gemini++, SMM, ABLA  (all no γ)

•Additional measurements:
‣Fragments via Roman Pots
‣γ via EMC

Detecting Nuclear Breakup
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